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Abstract 

We discuss theoretical models of inteifacial 
embrittlement by solute segregation. Of properties 
susceptible to alteration by segregation, the ideal 
work of inteifacial separation, 2Yinl' is predicted to 
have an important but probably not exclusive role 
in controlling embrittlement. A thermodynamic 
framework for estimating 2Yint from data available 
through free sUiface and grain boundary adsorp­
tion studies is outlined, and relevant segregation 
energies are given for carbon, phosphorus, tin, 
antimony and sulphur segregation in iron. Data 
from intergranular fracture experiment~ inv~lving 
these same segregants is also summanzed zn an 
attempt to test the idea that segregation-induced 
embrittlement (or ductilization) can be understood 
in terms of the segregant's effect on 2Yint. Uncer­
tainties in present data do not allow a convincing 
test, but it is not implausible that the deleterious 
effects of phosphorus, tin, and sulphur in iron can 
be understood in this way. The effect of carbon 
does not seem to be similarly understandable, 
although that may be due to the inappropriateness 
of the only available suiface segregation data in 
that case, which are for a (001) surface rather than 
a general polycrystalline surface created by inter­
granular fracture. 

1. Introduction 

Several examples are known whereby the alter­
ation of chemical composition of grain bound­
aries, by the atomic-scale segregation of solutes 
present only as minute impurities in the bulk, 
causes intergranular brittleness of normally 
ductile solids. Examples are provided by bismuth 
in copper, sulphur in nickel and a range of segre­
gants, including arsenic, oxygen, phosphorus, 
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tin, antimony, sulphur, tellurium and presumably 
hydrogen in iron [1-3]. Somet~es the I?resence 
of a segregant at grain boundanes may lIllprove 
the ductility of a polycrystal that is susceptible to 
brittle intergranular failure. This seems to be the 
case for carbon in iron that has been embrittled 
by some of the segregants just mentioned, and 
also for boron in the ordered Ni3AI alloy [4,5]. 

Here we focus on the much studied cases of 
segregants in iron. The idea is to ~se the res~lts 
now available from extensive expenments dealing 
with that case to evaluate and test theoretical 
concepts on interfacial cohesio~, and t~us. to 
develop ideas which may find WIder a~phcat~on 
to interfacial failure in other systems, mcludmg 
composites. 

The next section examines available theory for 
understanding the brittle decohesion cracking of 
interfaces in terms of parameters susceptible to 
alteration by segregation. That section empha­
sizes the expected important, if not exclusive, role 
of 2 Yint as a controlling interfacial property. in 
determining resistance to brittle decoheslOn 
cracking. Here 2 Yint is the ideal work of reversibly 
separating an interface against atomic cohesion, It 
is equal to the area under the stress a vs. separa­
tion distance 0 curve for the interface; Fig. 1. 

The section which follows then reviews a 
thennodynamic framework which relates changes 
in interfacial chemical composition, due to solute 
segregation, to changes in 2 Yint. T~e reduc~ons 
(or increases) in 2 Yint in separatIons at ~IXed 
composition are shown to be related to ~iffer­
ences between initial and final free energies of 
segregation. These differences are b~tween an 
initial state in which the segregants are SItuated on 
unstressed interfaces, i. e. grain boundaries, and a 
final state in which they reside on the pair of free 
surfaces created by fracture. 

Although the fractures of interest generally 
occur at low temperature, when the interface is 
out of composition equilibrium with the bulk, the 
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Fig. 1. Tensile stress vs. separation distance normal to an 
interface. 

relevant free energies of segregation can be esti­
mated from high temperature equilibrium segre­
gation experiments. While there is substantial 
uncertainty and some inconsistency in reported 
experimental values, data exist allowing estimates 
of approximate ranges for the free energies both 
for grain boundary and free surface impurity 
segregation in the cases of carbon, phosphorus, 
tin, antimony and sulphur in a-Fe. 

Thus one has the means of determining how 
segregation of solutes at interfaces affects 2Yim' 
The question arises: is understanding of the alter­
ation of 2 Yin! by solute segregation really relevant 
to explaining segregation-induced embrittlement 
in ductile or normally ductile systems, for which 
total works of fracture are usually much larger 
than 2Yin!? 

To address this we close by indicating a 
method of testing, with data from fracture experi­
ments, the hypothesis that embrittlement (or 
ductilization) by impurity solute segregation at 
interfaces is explainable in terms of the effect of 
the segregation on 2 Yin!' The uncertainties in 
currently available data, both for fracture prop­
erties of solute embrittled iron alloys and for 
thermodynamic properties of the grain boundary 
and surface segregants, are so great that a con­
vincing test of the hypothesis cannot be made at 
this time. The data on phosphorus, tin, antimony 
and sulphur in polycrystalline iron is nevertheless 
such that it is not implausible that their deleteri­
ous effects can be understood in terms of their 
alteration of 2 Yin!' which they decrease. The avail­
able data. for carbon in iron do not fit the same 
trend, although the interpretation is unclear since 
a critical surface segregation energy is available 
only for carbon segregation on (100) planes in 
iron crystals rather than for general polycrystal 
surfaces formed by intergranular fracture. 

2. Brittle decohesion cracking of interfaces , 
Here we briefly review theoretical models' of 

the cracking process in order to identify material 
or interfacial properties relevant to crack growth 
resistance. 

2.1. Griffith crack 
In the elastic-brittle Griffith model, all plastic 

flow processes are neglected. The amount G per 
unit crack area by which the work done by 
external loads exceeds the change in elastic strain 
energy, both calculated according to continuum 
elasticity, is equated to the energy 2 Yin! per unit 
crack area residing in the newly separated bonds. 
(G is proportional to the square of the stress 
intensity factor for the common linear elastic 
model of the adjoining solids; see e.g. [6].) Thus 
G = 2 Yim for crack growth, so that the effect of 
alteration of interfacial chemical composition 
shows only through its effect on 2 Yin! in this 
model. Sometimes the energy of the bonds is 
written 

2 -.fA+.fB_.fAfB Yin! - Js Js Jb (1) 

where A and B denote the solids that join along 
the interface (Fig. 2(a)) or as 2is - fb when the 
solids have identical properties, where the fs 
denote excess free energy per unit area for a 
surface ( is) or for a grain boundary interface ( fb)· 
A different expression, as discussed later, applies 
for separation of an interface in presence of a 
mobile segregant which can diffuse to or from the 
interfacial region during separation. 

2.2. Cohesive zone model 
This model incorporates more detail of the 

separation process, but does not represent the 
effects of atomic discreteness. In it, the interfacial 
region is represented as two joined elastic con­
tinua which interact with one another such that a 
stress vs. separation relation, a= a(o) like in Fig. 
1, applies along the gradually decohering inter­
face according to the local separation 0 (Fig. 
2(b)). The two solids are, for the present, assumed 
to separate without dislocation or other inelastic 
processes within them and without significant 
shear parallel to the interface. The latter assump­
tion may not generally be reasonable for inter­
faces between solids of strong dissimilarity in 
elastic constants, even when loaded only by 
tensile forces acting perpendicular to the inter­
face (see ref. 7 and references therein). We neglect 
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Fig. 2. (a) Interfacial elastic-brittle crack. (b) Region of 
gradual decohesion near tip, over size scale w. 

such effects here, although they may be important 
for many types of composite interfaces. 

Clearly, if the interface is jnitially unseparated 
and if stressing is uniform all along it, then the 
failure criterion is that a= amax of Fig. 1. How­
ever, there is a different result when the failure 
occurs within a transition region between a much 
longer crack-like zone, where the sides of the 
interface have been pulled out of interaction 
range of one another, and an also long region 
where the interface remains essentially unsep­
arated, 0 = O. This defines a non-singular, 
cohesive crack model and a well known applica­
tion of the i-integral shows that the condition for 
crack growth reduces, in this limit, to 
[6,8] 

'" 
G= f a(o)do=2Yint (2) 

o 

where G is the energy release rate for the equiva­
lent elastic-brittle crack model, Fig. 2(a). Thus the 
cohesive zone model then gives complete agree­
ment with the Griffith model. 

The transition zone itself, over which the 
decohesion occurs, has a length w along the inter­
face which may be estimated from the Dugdale/ 
BCS model. For the isotropic material of tensile 
modulus E and Poisson ratio v, this gives (see, for 
example, [9]) 

= n EG = n EYint -0 9 EYint (3) 
w 2 2 4( 1 _ 2) 2' 2 8( 1 - v ) amax v amax amax 

which is a lower bound to the size since it is based 
on a being uniform at amax all along the cohesive 
zone. Guided by analogous discussion in [10], we 
shall thus estimate w as (1 to 1.5) EYint/ama/. 

If one now assumes a a VS. 0 relation com­
patible with the (1 + x) e - x type fit to the energy of 
the universal bonding correlation of Rose et al. 
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[11,12] and Ferrante and Smith [13], then 

(4) 

Here h represents an unstressed separation dis­
tance between planes joining at the interface, and 
is of order of the atomic spacing or a little larger, 
and Eo is the initial modulus for one-dimensional 
tensile straining of the interface layer. It then 
follows from da/do = 0 that 

Eo amax=- (5) 
ea 

with 0 = h/ a at the maximum and 

'" 

f Eoh 
2Yint= ado=-2-

o a 
(6) 

either of which determine a and, together, imply 
ama} = 2Eo Yint/ e2 h. 

Thus the estimate of the cohesive zone w at the 
crack tip as 1 to 1.5 times EYint/ ama} gives 
w"'"(4-6)(E/Eo)h. For the cleavage of a lattice 
plane, considered as an interface, Eo> E because 
of the Poisson effect (e.g. Eo= 1.35E when 
v = 0.3) and w"'" 3-4 lattice spacings. In this case 
the separation process may be highly localized to 
the crack tip and may bear little resemblance to 
the spread-out zone of gradual decohesion en­
visioned in the present model. By contrast, for a 
high-angle grain interface, weakened by segrega­
tion, it is plausible that h is a little larger than an 
atomic spacing and that the interfacial layer is 
elastically compliant so that Eo < E. For example 
(E/ Eo)h = 2 lattice spacings results in w "'" 8-12 
lattice spacings. Thus weak interfaces not only 
require less of a stress intensity factor for elastic­
brittle crack growth but also spread the deco­
hesion zone out over a greater size scale. Both 
factors reduce the near-tip shear stresses gener­
ated during the separation process, and hence 
reduce the stresses tending to cause those dislo­
cation processes that have been neglected in the 
modelling discussed thus far. 

2.3. Effects of lattice discreteness 
While G = 2 Yint is the condition for growth of a 

(long) crack according to the continuum elastic 
models, lattice calculations are not in perfect 
agreement. Even when the assumed interaction 
potentials among the atoms is consistent with 



26 

allowing brittle decohesion of bonds along the 
fracture path, without nucleation of dislocations, 
one finds [6, 14-17] that loads corresponding to 
the value G + of the continuum G must be 
achieved for the onset of crack growth, and lower 
loads corresponding to a value G - for the onset 
of healing, where 

G-<2Yint<G+ (7) 

(The fact that 2 Yint must fall in the range between 
G - and G +, as required by thermodynamics, 
was not recognized in some of the earlier works 
on the subject [16], due primarily to ambiguities 
in defining G so as to properly agree with that for 
the anisotropic elastic continuum limit of the 
adopted lattice model [18].) 

The excess of G + over 2 Yint is referred to as 
lattice trapping, and it is G + rather than 2 Yint 
which provides the correct criterion for (non­
thermally activated) crack growth. Unfortunately, 
it is not known in much detail how G + depends 
on the shape of the a vs. £5 relation, or on the 
"shape" of potentials describing interatomic inter­
actions, and thus there is little basis for address­
ing how alterations of chemical composition of 
the interface might affect G +. However, with an 
important caveat to be discussed, recent calcula­
tions for elastic-brittle cracks in crystal lattices 
suggest that G + - 2Yint is only a small fraction of 
2Yinp of the order of 10% or less [14, 15]. Thus, to 
a reasonable approximation, the effect of segre­
gants on G + may be expected to be similar to 
their effect on 2Yint. Also, the difference 
G + - 2 Yint is relatively small when the decohesion 
process is gradual, extending over many atomic 
spacings at the crack tip, and this is the situation 
to be expected with a· strongly embrittled inter­
face. 

The caveat refers to the possibility [19,20] that 
some incipient dislocation-like shear rearrange­
ment of atomic bonds may occur near the crack 
tip in loading towards G + • Even if this does not 
involve full nucleation of a dislocation, e.g. with 
the incipient dislocation structure disappearing 
due to image-like attractions at the free surface 
after the crack grows ahead, it still might serve to 
make G + - 2 Yintsignificantly greater than lattice 
calculations thus far reported have shown. As a 
possible example, de Cellis et al. [17] found an 
incipient twin-like shear zone in a lattice simula­
tion of cracking of iron. 

Lattice trapping effects allow the possibility of 
thermally activated growth, and the kinetics of 

crack growth or healing must always satisfy [21] 

(8) 

where a = crack length. Thus 2 Yint is the thermo­
dynamic threshold for growth. A similar thermo­
dynamic restriction applies for growth in 
presence of a mobile solute, which can diffuse to 
the interfacial region during separation, or for 
crack growth in an environment which adsorbs 
onto the fresh fracture surface, provided that 
2 Yint is appropriately re-defined using adsorption 
data. 

2.4. Competition between cleavage and dislocation 
blunting 

Another perspective on the effects of solute 
segregation on embrittlement is provided by their 
effect on the competition between cleaving and 
dislocation blunting at the tip of an atomistically 
sharp interfacial crack [15, 8, 22-27], Fig. 3. 
According to this viewpoint, an interface is 
regarded as intrinsically cleavable if the local 
stress concentration at the tip (here phrased in 
terms of G) necessary for cleavage decohesion, 
namely Gcleave = G + "'" 2Yinp is less than the value 
Gdisl corresponding to nucleation of a dislocation 
from the crack tip. Conversely, if Gdisl < 2Yinp the 
crack tip will first begin to blunt by dislocation 
emission and, presumably, a more ductile failure 
mode will result. 

Some relevant comments on this approach are 
as follows [25]. 

(a) Gdisl is not a fixed number for a given inter­
face, but depends on the direction of crack 
growth along it [23,25, 26], because of the differ­
ent orientations of the potentially relaxing' slip 
planes, and on the mixity of shear with tensile 
loading relative to the crack [15, 25]. Thus it may 
be the case the Gdisl < 2Yint for some directions of 
cracking along a given interface, whereas 

= G = G+ "'" 2y. 
mt G = G disl 

(a) (b) 

Fig. 3. Competition between (a) interfacial decohesion and 
(b) dislocation blunting of crack tip. System is regarded as 
intrinsically cleavable if G for (a) is less than for (b). 



GdiS1 > 2Yint for other directions. Hence it over­
simplifies to say that an interface is intrinsically 
cleavable. Available calculations, for that special 
set of cracking directions which are such that the 
crack tip lies in a slip plane [23,·25, 26], suggest 
that 

(9) 

where b is the Burgers vector of the relaxing 
dislocation, ro its core size, and A a factor which 
depends on v, the load mixity, and the particular 
orientation of the relaxing slip system, and which 
also includes a factor representing the resistance 
to formation of the dislocated ledge at the crack 
tip. 

(b) Even when the intrinsic cleavability condi­
tion Gdis1 > 2Yint is met, interfaces may actually 
show brittleness only if there is a mechanism to 
nucleate the hypothesized atomistic ally sharp 
cracks, e.g. by stress concentrations owing to 
local heterogeneity of plastic flow, and if stress 
levels ahead of those cracks are not so much 
reduced by plastic flow, due to pre-existing or 
non-tip-nucleated dislocations, so as to cause the 
local crack-tip G to fall below 2 Yint. 

(c) Conversely, if the intrinsic cleavability con­
dition is not met, in that Gdis1 < 2YinP cleavage 
may still occur if the mobility of tip-nucleated 
dislocations is sufficiently low that they cannot be 
driven out from the near-crack-tip region, so that 
stresses reaching levels of order amax , Fig. 1, 
develop along the interface ahead of the crack. 

Thus, while the comparison of Gdis1 with 2Yint 

in terms of the crack-tip competition provides 
important insight on intrinsic cleavability, the 
approach is not sufficient on its own to incor­
porate the factors mentioned in (b) and (c) which 
result in the strong observed dependence of brit­
tleness on temperature and strain rate due to the 
dependence of plastic flow processes on those 
same factors. To examine the effects of alterations 
of composition of an interface on its intrinsic 
cleavability, one should therefore examine 
the effects on 2 Yint (or, more precisely, G +) and 
Gdis1 ' Thus if the effect of interfacial solute segre­
gation is the typical one, of reducing 2 YinI' this, in 
isolation, would make the interface more cleav­
able. Similarly, an effect of increasing 2 Yint would, 
in isolation, make it less cleavable. However, the 
segregation might also affect Gdis1 and the ease of 
dislocation passage through the interface, as a 
part of larger scale plastic stress relaxation near 
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the tip. For example, Gdis1 depends somewhat on 
the energy of the ledge left at the dislocated tip, 
and that is likely to hlfve a dependence on chemi­
cal composition along the interface [24]. In addi­
tion, it has recently been observed that solutes of 
large atomic size relative to the host lattice, which 
retain some residual volume misfit even after 
segregating to the interface, may inhibit disloca­
tion nucleation (i.e. increase Gdis1 ) through an 
elastic interaction analogous to that in solute 
hardening [27]. None of these possible effects of 
segregation on Gdis1 and on dislocation passage 
through the interface can be quantified with much 
accuracy. Thus it is not clear if cases could exist 
for which, as an example, a solute segregation that 
decreased 2 Yin! could have a net result of less 
cleavability of the interface. 

2.5. Crack nucleation 
In some cases interface cracks may pre-exist, 

but in ductile systems it is likely that most such 
cracks have been safely blunted in high tempera­
ture heat treatments prior to use. Thus the 
occurrence of interfacial fracture will require a 
process of crack nucleation. Sometimes this 
process simply occurs by the early cracking of a 
brittle phase, e.g. a carbide. Here we consider 
direct nucleation due to local stresses generated 
by the heterogeneity of flow. This is illustrated in 
terms of a simple dislocation pile-up in Fig. 4. It is 
clear that once the crack has become several 
atomic spacings long it is like any other interface 
crack and hence the controlling property in 2 YinI' 

subject to the various reservations already noted. 
When the crack is nearer to birth, other charac­
teristics of atomic bonding, e.g. as reflected in the 
peak strength a max and the overall shape of the a 
VS. 0 relation, are important too. Segregant effects 
that reduce amax will ease the birth of cracks at 

, , 

, 

, , , , , 

, 

, 

, , , , , , 
; 

I , , , 

\ , , 
\ 

\ , 
\ , , 

\ , 
I 

I 
I 

I 
I , , , , , , 

, 
I , 

I , , , 

I 

I , , 
I , 

, , , , , , , , , , , , , , 

\ 
\ , 

\ 
\ , , 

\ , , 
\ , , 

\ ,-===> \ , , , , , 
I ' , , 

, I 

I , , 
I , , 

, I 
I , , , , , 

, I 
I I , , 

/ " 

, , , , , , 
\ , , , , , , 

I , 
I , , 

I , , 
I , 

Fig. 4. Interfacial crack nucleation at a dislocation pile-up. 
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local stress concentrations and those that lower 
2 Yint make it easier for them to spread to a mature 
size along the interface. 

In the spirit of the sort of competition dis­
cussed in the last section, stress concentration at 
the pile-up tip may be relaxed [20] by crack 
nucleation or by nucleating new dislocations in 
the adjoining crystal and perhaps in the interface 
too. Segregant effects on 0max and 2 Yint are 
evidently relevant to the former, it is presently 
unknown to what extent segregants may act to aid 
or inhibit the latter. 

2.6. Cleavage cracking with"extensive 
surrounding plasticity 

It is normally the case in ductile systems that 
fractures which appear to occur by cleavage, 
whether of lattice planes or grain interfaces, are 
accompanied by significant plastic flow. Figure S 
is intended to illustrate a tensile decohesion zone 
that is embedded within a much larger plastic 
zone. The value of G, in circumstances for which 
the plastic zone is of small enough scale that G 
can be defined, is often written as 

(10) 

where the plastic work term wp is frequently 
inferred to be much greater than 2 Yint. 

For cleavage offerrite grains adjacent to crack­
nucleating carbides in steels [20] wp is inferred to 
be only 1.3 to 2.S times 2Yint' but it is approxi­
mately SOO to 1000 times based on G at the 
onset of low temperature transgranular cleavage 
of polycrystalline mild steel [20, 28], taking 

. ~--r- viscoplastic 
a_~ .. yielding 

G tip = 2y. 
mt 

Fig. 5. Plastic/viscoplastic zone near tip of a crack growing 
by interfacial decohesion. In some circumstances an elastic­
type stress singularity remains at a propagating crack tip, so 
that an energy flow to the decohesion process may be 
defined. 

2 Yint = 4 J m - 2 in both cases [29]. The great dif­
ference between single- and polycrystalline values 
has been attributetl to energy absorbed in ductile 
tearing between the inevitably misaligned cleav­
age facets formed when a cleavage crack crosses a 
grain boundary. For cleavage of the more brittle 
of a suite of copper bicrystals [30] containing 
0.003 at.% Bi, which segregates to and embrittles 
the bicrystal interface, wp is approximately S 
times the estimated [26] 2Yint = 2 J m- 2 for a LS 
symmetric tilt about [100], with (031) boundary 
plane, in the as-grown condition, and 2S times 
2 Yint for a high-angle random boundary after 
vacuum annealing for 96 h at 723 K and some 
fatigue hardening. These values are based on 
loads on pre-cracked specimens at the onset of 
crack growth and might overestimate the wp pre­
vailing during the rapid crack propagation which 
followed. The same is true for poly crystalline 
mild steel, above. In contrast, copper bicrystals 
with symmetric tilt about [110], with L 11 (1 i 3 ) or 
L9 (221) boundary planes, were not brittle after 
similar heat treatments and mechanical testing, 
although the latter could be embrittled by holding 
for 24 h in bismuth vapor at 1123K prior to 
annealing for 96 h at 723 K. Presumably, wp is a 
much greater multiple of 2 Yint for such bound­
aries. 

Since wp is often much larger than 2Yint> it is 
sometimes assumed that 2 Yint is an irrelevant 
parameter for such fractures. However, various 
authors have pointed out (e.g. [31]) that if the 
mechanism of fracture is, in fact, the tensile 
decohesion of atomic bonds, then wp must 
depend in some way on the stress vs. separation 
curve as in Fig. 1, as well as on the plastic flow 
properties of the material. For example, if some­
how both 2Yint and 0max could be reduced to­
wards zero, it is evident that a vanishingly small 
stress concentration would be required at the tip 
for cleavage, and thus wp would reduce towards 
zero too. It is not known on what features of the ° 
vs. 0 relation wp depends. Presumably, wp would 
decrease (increase) under segregation-induced 
alterations of the ° vs. 0 relation which decreased 
(increased) both 2 Yint or 0max, but whether 2 Yint or 
0max, or something else, is the most important 
variable is not known in general and, probably, 
has no universally valid answer. 

A convincing case can be made that wp is a 
function only of 2 Yint for cleaving materials which 
exhibit a sufficiently strong rate sensitivity to 
plastic flow at high strain rates. This is rooted in 



previous work of Hart [32], Hui and Riedel [33], 
and Lo [34], and has been developed by Freund 
and Hutchinson [28] and Mataga et al. [35]. 
Essentially, it is found that within a continuum 
plasticity formulation for a propagating, mathe­
matically sharp-tipped crack (i.e. without account 
for a finite-sized cohesive zone), a classical 
inverse-square-root stress singularity of elastic 
type is retained at the tip, provided that the plas­
tic constitutive response is sufficiently rate sensi­
tive. The plastic shear strain rate fP = fP( i) must 
increase with shear stress i no more rapidly than 
i 3, i.e. f P(i)/i 3 -O as i-CO, for this to occur. 
Since an elastic singular field i~ then retained at 
the crack tip, an energy flow to the tip, say Gtip, 
can be defined. Presuming that in Fig. 5 the actual 
decohesion process takes place over a size scale 
that is well embedded within the zone dominated 
by this near-tip elastic singular field, the sorts of 
results discussed in Sections 2.1 to 2.3 suggest 
that the condition for crack propagation is that 

Gtip = G + "" 2Yint (11) 

Here Gtip is determined from the continuum plas­
ticity analysis in terms of the history of crack 
growth and load variation, as well as in terms of 
the viscoplastic constitutive properties. For 
example, Freund and Hutchinson [28] and 
Mataga et al. [35] give results for the ratio Gtip/G 
as a function of crack speed d for steady-state 
growth of the crack under small-scale yielding, 
conditions such that there is net energy flux G per 
unit crack area. That is G = wp + Gtip , and G 
corresponds to what would be called the fracture 
energy in such a situation. What is important for 
the present discussion is that the only parameter 
entering the fracture description that is suscept­
ible to alteration by solute segregation is 2 Yint' 
which determines the value which Gtip must attain 
for the postulated crack growth history to occur. 
In this model, alterations of 2 Yint have a "valve­
like" effect on the (sometimes) much larger plastic 
dissipation wp' 

In other cases of crack growth with substantial 
plasticity, under conditions for which the very 
large stresses of materials with strong viscoplastic 
effects cannot be generated, it may be the case 
that 0max of Fig. 1 plays a more decisive role. For 
example, rate-independent models of the plastic 
flow process lead to maximum achievable stress 
levels ahead of initially sharp cracks in ductile 
splids [3.6J. Under plane-strain-like constraint, a 
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maximum tension of about 3 x Oy (the tensile 
yield strength) results for a non-hardening 
material, and higher"'multiples of Oy result in 
strain hardening materials; these factors ignore 
heterogeneities of the stress field at the disloca­
tion scale, as in Fig. 4. If conditions appropriate 
to such rate-dependent plasticity models apply, 
then it would seem that cleavage of an interface 
would become much more difficult when 0max 

exceeds the maximum achievable tensile stress 
(unless a more readily cracked brittle phase is 
present). Thus, in such cases, the understanding 
of segregant-induced alterations of 0max could be 
critical to understanding embrittlement. Needle­
man [37] has developed a numerical modelling 
approach to interface decohesion in ductile sur­
roundings which may be useful in assessing the 
effect of 0max and the shape of o( 0) relation. 

2. 7. Summary 
The discussion leads us to suspect that of the 

parameters susceptible to change by alteration of 
the chemical composition of an interface, 2 Yint is 
an important parameter in determining embrittle­
ment. The rest of the paper focuses on that par­
ameter, but other parameters, notably 0max' may 
aiso be important, and there remain possibilities 
that segregation might affect embrittlement by 
little-understood effects on dislocation genera­
tion and mobility in the immediate vicinity of the 
interface. 

3. Interfacial de cohesion in presence of a segre­
gated solute 

A thermodynamic framework [22, 38] now re-' 
viewed enables use of results from solute segre­
gation studies to estimate effects of segregation 
on 2Yint. 

With reference to Fig. 6, we focus on the inter­
face as a thermodynamic system which is 
assumed to be in local equilibrium but which may 
be (and typically is, at low temperatures) out of 
composition equilibrium with adjoining bulk 
phases, both before and after separation. Inter­
facial thermodynamic quantities are defined as 
Gibbs-like excesses relative to those of the two 
adjoining phases. In defining excesses, each 
adjoining phase is regarded as a homogeneous 
system having the same mass as that phase and 
sustaining homogeneous deformations equivalent 
to those prevailing a few atomic layers away from 
the interface in that phase. Thus 0 is defined as 
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Fig. 6. Interfacial region with solute segregation, treated as a 
thermodynamic system that may be constrained against 
composition equilibrium with the adjoining bulk phase; fI. is 
the chemical potential equilibrating solute of coverage r in 
the interfacial region. 

the excess interfacial opening, i.e. the separation 
between two points, one in each of the adjoining 
phases, in excess of that separation which is 
accountable by homogeneous strain of the phases 
in which the two points reside. For the present 
discussion, the two adjoining phases are taken to 
be identical to one another (e.g. a symmetrical 
grain boundary) as a simplification. 

We deal exclusively with solutes which are far 
more abundant along the interface than in a few 
atomic layers, well removed from the interface, in 
either adjoining phase. In that case r, the con­
centration of segregant i per unit area of inter­
face, is well defined and we assume that an 
equilibrating chemical potential fl, i can be asso­
ciated with each segregating species i as it exists 
at the interface. 

Thus, where u and s are the excesses of energy 
and entropy per unit area of interface, in a for­
mulation which treats the interface region as 
being constrained against the necessity of solute 
composition equilibrium with the adjoining 
phases, one has 

du= Tds+ ado + I fl,i dr i (12) 

for reversible changes of state. Here a is the stress 
acting perpendicular to the interface and the 
summation extends just over the segregants. We 
do not consider work modes that stretch the 
interface in its own plane. 

The key assumption, embedded in the above 
equation, is that all thermodynamic functions 
referring to the interface, e.g. u, s, a and the fl, i, 
are determined by the values of T, 0 and r i

, 

regardless of the solute concentrations (say, Xl' 

X 2, ••• ) in the adjoining phases. If eqn. (12) holds 
throughout a separation process (one in which 0 

is increased towards indefinitely large values) as 
assumed in the present modelling, then any dis­
tinction is neglectep between the pair of free 
surfaces resulting from such a decohesion frac-· 
ture and free surfaces having the same T and r i

, 

but produced by a different thermal/mechanical 
route. The latter route might for instance have 
involved equilibrium solute segregation to the 
free surfaces at a higher temperature and, pos­
sibly, a surface reconstruction. 

If oo{ = oo( T, rI, r 2, •.• )} is the separation for 
an unstressed interface (i.e. with a= 0) having 
composition r I , r 2, ••• then the work of separa­
tion is 

(13) 

which is consistent with Fig. 1. This expression 
does not define a unique value until one charac­
terizes the path of variation (if any) of T and the 
r i with 0 during separation. We regard T as 
constant during separation and thus work in 
terms of the excess Helmholtz function 
f=u-Ts=f(o, r I , r 2, •.. ), omitting explicit 
reference to T as a variable. At fixed T 

df= ado + I fl,i dr i (14) 

Thus, when there is a single segregant of amount 
r and equilibrating potential fl" one has for separ­
ation at constant r (the normal case at low T and 
with non-mobile segregants) 

(2Yint)r=const = f( 00, r) - f( 0o(r), r) 

= 2!s(r /2) - ft,(r) (is) 

Here f( 00, r) = 2!s(r /2) is the free energy excess 
for the pair of distantly separated surfaces, so 
that fs(r /2) is the excess for a single one of them, 
where the total segregant r is assumed to divide 
equally between the two. In the usual notation, 
rs=r/2. Also, f(oo(r),r)=fb(r) refers to the 
unstressed grain boundary. One may then obtain 
the alternative expression that [22,38] 

r 

(2Yint)r=const = (2Yint)O - f {fl,b(r) - fl,s(r /2)} dr 

(16) 

where (2 Yint)O is the work to separate a clean 
interface (with r = 0), fl,b (r) is the equilibrating 



potential for segregant coverage r on an 
unstressed grain boundary and f-ls (r /2) for cover­
age r /2 on a single free surface. 

This last equation links 2 Yint' for separation at 
fixed composition, to quantities which can, in 
principle, be estimated from solute segregation 
studies. One expects that normally the potential 
necessary to equilibrate r on a grain boundary 
will be larger than the potential to equilibrate the 
same amount on a pair of free surfaces (as r /2 on 
each), f-lb(r) > f-ls(r /2). There are, apparently, 
exceptions, but with this normal type of segrega­
tion behavior, the segregation reduces 2 Yint and 
thus is expected to promote embrittlement. 

If f-l = f-l( 0, r) denotes the equilibrating poten­
tial for the interfacial region (with for instance 
f-l( co, r) corresponding to f-ls(r/2) above), then 
the normal type of segregation just discussed is 
such that f-l( 00' r) > f-l( co, r). If, in fact, f-l dimin­
ishes continuously with 0 during the decohesion, 
such that af-l( 0, r)/ao < 0, then it may be proven 
that the peak strength amax (Fig. 1) of the interface 
is also reduced by segregation. This is because of 
the relation [22] that 

(17) 

where 0 = om(r) is the value of 0 at which the 
peak strength amax occurs. 

For separation at constant composition in 
presence of multi-component segregation, the 
generalization of(16) is [38, 39] 

(r',r', ... ) 

2Yint=(2Yint)0- J L(f-lbi-f-lsi)dr i (18) 
(0,0, ... ) 

While separation at fixed composition seems 
to be the normal failure mode in low temperature 
embrittlement, it is useful to consider an opposite 
limiting case. This we consider for a single segre­
gant of amount r at potential f-l. This limit is 
separation at constant potential f-l, implying that 
there is (for "normal" segregators) solute inflow to 
the interface region during separation so as to 
maintain f-l fixed, e.g. at the value for an adjoining 
bulk phase with which there is composition equi­
librium. Such conditions require mobility. They 
are probably met approximately in low tempera­
ture hydrogen assisted cracking of some inter­
faces (e.g. prior austenite grain boundaries in high 
strength quenched and tempered steels). It has 
been argued that they may be met also' in high 
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temperature stress relief cracking of grain bound­
aries in steels due to sulphur segregation [20]. 

The r = constant ~nd f-l = constant paths are 
compared in Fig. 7 Which has been drawn using 
Langmuir-McLean adsorption isotherms (see 
below). For separations at fixed f-l the relevant 
thermodynamic function is Y == f - f-l r = y( 0, f-l), 
and 

(2 Yint)" ~const = y( co, f-l) - y( 0o(f-l), f-l) 

= 2Ys(f-l)- Yb(f-l) (19) 

Here we have rewritten the opening of the 
unstressed boundary as 0 = 0o(f-l); Ys(f-l) and 
Yb(f-l) denote the Y function for a single free 
surface and for the unstressed grain boundary, 
respectively. Also, it follows that [22] 

" (2Yint),,~const = (2Yint)0 - J {2rs(f-l) - rb(f-l)} df-l 

(20) 

Here rs(f-l) gives the segregant coverage on a 
single free surface, and rb(f-l) on a grain bound­
ary, at equilibrating potential f-l. 

Some relevant observations are as follows: 
( 1) Normal segregators have been charac­

terized above as having f-lb(r)> f-ls(r/2), and 
might analogously be expected to show 
2rs(f-l) > r b(f-l). That is, at a given potential, such 

~---t-- 11 = 110 

11 = Ils (rl2) 

~--r = 10 

max maX" 0, ~ 
Drawn for L-McL with r, ~ r b ' RT ~ 0.1 ('" g b - '" g, ) 

Fig. 7. Plots of # vs. [' for unstressed boundary [.u = #b(r)J 
and pair of free surfaces created by fracture [#=#,([,/2)J. 
Paths shown for separation at constant [' and for separation 
at constant #. The # vs. [' plots, or adsorption isotherms, 
shown have been based on the Langmuir-McLean model. 
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segregators are situated more abundantly on a 
pair of free surfaces than on an unstressed grain 
boundary. For both separation routes considered, 
2 Yint is reduced by such a segregator, so that they 
are expected to embrittle. Nevertheless, thermo­
dynamics does not preclude the existence of 
anomalous segregators for which the above 
unequalities are reversed, e.g. 2rsCu) < r b(,u). 
This means that an anomalous segregator tends 
to situate more abundantly on an unstressed grain 
boundary than on a pair of free surfaces. Such 
anomalous segregators increase 2 Yint and hence 
are expected to decrease interfacial brittleness. It 
is of interest in this regard Jhat boron appears to 
be an anomalous segregator in the ordered alloy 
Ni3AI, and that it reduces the severe grain 
boundary brittleness of that alloy [4, 5] .. We dis­
cuss later the possibility that carbon may be an, 
anomalous segregator in iron. 

(2) A segregant in mobile conditions, allowing 
separation at constant ,u, always reduces 2Yint 
relative to the value for separation at constant r. 
That is, 2 Yint for "slow" separation, at fixed ,u, is 
always less than 2 Yint for "fast" separation, at 
fixed r. This is because [22, 38] 

2r,(I'0) 

= J {,uo - ,us(r /2)} dr> ° (21) 

(if d,us(rs)/drs> 0, as reasonably assumed) for 
paths beginning at (r 0, ,uo) in Fig. 7. The inequal­
ity applies for normal as well as anomalous 
segregators. The difference in 2 Yint at constant r 
compared with that at constant ,u can be numeri­
cally significant, showing that mobility (or slow­
ness of the attempted separation) is an important 
factor for worsening the already deleterious effect 
of a normal segregator on 2 Yint' and for reducing 
the beneficial effect of an anomalous one. The 
above difference in 2 Yint corresponds to the 
cross-hatched area between the two paths in Fig. 
7, whereas (2 Yin!)O - (2 Yin!)r ~ r 0 corresponds to the 
cross-hatched area to the left of the r = r 0 path in 
the figure. 

(3) In rapid separation at fixed composition, a 
thermodynamic argument drawing on the 
inequality. nature of the second law shows that 
2 Yint of (16) and (18) gives the least possible work 
to separate an interface [8]. More work could be 
expended if, for instance, on an atomic scale, the 
cracking process acted to decohere some other 

set of atomic bonds than those producing the 
thermodynamic minimum [40]. 

(4) Embrittlenfent, at least as it mirrors 2 Yint> 
is always seen to depend on differences between 
segregant effects on the initial grain boundary and 
on the two free surfaces created by the fracture. 
Thus a focus on the electronic alterations 
induced by segregants in grain boundaries, 
without corresponding study of what they induce 
on free surfaces, is unlikely to prove definitive in 
explaining solute embrittlement. Rather, the focus 
should be on the calculation of energies and 
entropies of segregation for both the initially 
coherent interface and for the surfaces created by 
fracture. Specifically, the differences in energy 
and entropy between the two states are of 
primary interest. 

(5) When the grain boundary and surface 
coverages r entering the above formulae are less 
than values corresponding to full coverage of a 
set of adsorption sites, idealized as all having the 
same low energy relative to solute sites in the 
bulk, the simple Langmuir-McLean model [41, 
42] may be adopted. Thus 

,ub(rb) = ~gbO + RT In{rb/(rbmax - r b)} 

,us(rJ = ~gsO + RT In{r./(rs
maX - rs)} (22) 

where the (inherently negative) ~gO terms are 
referenced to a bulk phase at the same tempera­
ture, that is they are based on the expression 
,u=RTln{x/(1-x)}""RTlnx for the equili­
brating potential when a fraction x of available 
solute sites are occupied in the bulk. The ~gO 
terms have the form 

Here the ~h terms are the enthalpies of segre­
gation (essentially identical to energies of segre­
gation in the present context since pressure times 
volume terms are negligible for the unstressed 
boundary and free surface), and the ~so terms are 
entropies of segregation relating to changes in the 
atomic vibrational spectrum. Estimated values of 
the ~h and ~so, or of the ~gO at particular 
temperatures, are given in the next section for 
several segregants in iron. 

Consider now a grain boundary separation at 
fixed composition. If the initial coverage r on the 
boundary falls within the Langmuir-McLean 
range, then the coverage r /2 on the separated 
surfaces is sure to do so and the equations above 



for the fl can be used directly in the calculation of 
2 Yin! by eqn. ( 16). The integrand of ( 16) is then 

(
2r max_ r) 

+ RTln ~ax 
rb -r 

(24) 

For representative boundary coverages r = 0.25 
to 0.75r b max, and with rb max"" r s

max, the last term, 
containing the In, varies from 0.8 to 1.6RT. It is 
0.7 RT when r = O. Since at T= 300 K, typical of 
low temperature fractures, RT= 2.5 kJ mol- 1, 
and since (tJ.gbO - tJ.gsO) is of order 50 to 100 kJ 
mol- 1 (see next section) for representative 
embrittling solutes in iron, one is usually justified 
in neglecting the In term. In that case ( 16) reduces 
to 

(25) 

(Since the tJ.gO have only mild temperature 
dependence, because representative tJ.so vary 
from 0 to 0.04 kJ mol- 1 K-l (see next section), 
one might set T= 0 and hence write 

(26) 

which is the form given by Rice [8]. We have a 
preference for (25) since it is more accurate and 
its terms are found by a slightly smaller range of 
the error-prone extrapolation in T, from a high T 
at which there is segregation equilibrium with 
solutes in the bulk.) 

For multicomponent segregation within the 
Langmuir-McLean range, fl vs. r relations incor­
porating site competition may be assumed [42], 
e.g. 

fli(r\ r2, ... ) = tJ.gOi + RTln[ri/(rmax - ~ rj +27) 
Again, the last term, while decisive for high tem­
perature equilibrium, is negligible for low 
temperature fracture, in which case (18) reduces 
to 

4. Auger-electron-spectroscopy-based segre­
gation energies of impurity solutes in iron 

(28) 

Auger electron spectroscopy (AES) has been 
the primary technique for recent studies of solute 
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segregation on grain interfaces (that can be 
broken open by fracture) and on the surfaces thus 
created. However, coosiderable uncertainties are 
introduced by the experimental conditions and 
assumptions which must be made in converting 
Auger peak height ratios, diagnostic of different 
solutes, into coverages r i of those solutes along 
the boundaries under study. Quantification of the 
technique has not been fully developed yet. Also, 
there are several factors which affect the coverage 
of segregated atoms on an interface or exposed 
surface. Among them are the orientations of the 
interface and the surface, the composition of the 
examined material and the existence of other 
residual impurities. 

The standard method of analyzing data, for a 
boundary or free surface thought to be in high 
temperature composition equilibrium with the 
adjoining bulk phases, is to equate flb or fls to 
RT In x, so that the data is represented in the 
Langmuir-McLean form 

r I(rmax - r) = x exp( - tJ.l I RT ) (29) 

It is necessary to first choose a value of rmax. 
Then, presuming that x is known, the adopted 
conversion factor is used to convert the AES 
peak height ratio to an estimate of r Irmax. When 
this is done at a single temperature, the results 
enable calculation of a value of tJ.gO at that tem­
perature for the data to be represented by (29). 
When results are obtained over a range of 
temperature, the procedure is to extract a tJ.h and 
tJ.so which enable the best representation of the 
results over that range with tJ.gO = tJ.h - T tJ.so. 

This is the route to the values of tJ.h, tJ.so or 
tJ.gO that we list shortly. However, it is well t6 
recognize that the concept of the segregation 
energy, particularly on a polycrystal surface, is 
only a macroscopic average based on the Lang­
muir-McLean segregation law. Atomistic calcu­
lations show that even for a single 
macroscopically planar interface, the bonding 
energy of a segregant atom may change from site 
to site. There is no unique segregation energy, 
and even on the average, the Langmuir-McLean 
equation is not always valid. Keeping all this in 
mind, one is not too surprised at the large scatter 
of the available data. 

AES-based (mostly) segregation data in iron 
are listed in Table 1 for that set of impurity 
solutes for which results are available constrain­
ing, somewhat, both grain boundary and free 
surface segregation energies, so that eqns. (25) 
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TABLE 1 AES-based surface and grain boundary segregation data in iron (in kJ mol-I) 

Impurity Segregation point - 6gs/bO (at T ) -6hs/b 6ss/bO x lK Reference 

c (100) surface 84 ±0.t104 Grabke [55,56] 

Grain boundary 57 0.022 Grabke [55, 56] 
38 0.043 Hansel and Grabke [43] 
79a -O.013a Papazian et al. [65] 

Sn Pol ycrystal surface 77 (823 K) 46 0.045b Seah and Lea [61] 
Low-index surface >200 Grabke [55] 

Grain boundary 45 (823 K) 13 0.045b Seah and Lea [61] 
23 0.026 Grabke [55] 

P Polycrystal surface >80 (973 K) Guttmann [63] 
75 Grabke [56] 

Low-index surfacec 180c Grabke[55] 

Grain boundary 34 0.022 Grabke [55, 56] 
32 0.022 Guttmann et al. [52] 
21 0.037 Hansel and Grabke [43] 

Sb Polycrystal surface > 105 (1023 K) Dumoulin etal. [64] 

Grain boundary 20-40 (1023 K) Guttmann [66] 
13d Guttmann [67] 

S Polycrystal surface 165 Tauber and Grabke [57] 
190 Grabke [56] 

Grain boundary 75 (1143 K) Suzuki et al. [47] 

a Autoradiography data. 
bBased on assumed entropy expression by Seah and Lea [61], evaluated at 823 K. 
C Apparently for low-index crystal surface; data and details of study unpublished. 
dRutherford back scattering spectroscopy data. 

and (28) can be applied. The elements for which 
such are currently available are carbon, phos­
phorus, tin, antimony and sulphur. The uncer­
tainties are seen to be sufficiently large that 
sometimes data obtained by the same research 
group scatter widely. Based on these data we 
estimate values of f}.gb 0 - f}.gs 0 at T= 300 K. 
These will be used in the next section in a com­
parison with fracture data. 

We start with carbon. Carbon is known as a 
grain boundary cohesion enhancer in steels 
[43-48]. It has been confirmed that the role of 
carbon in improving ductility of iron alloys and 
steels is two-fold. One effect is to displace 
harmful impurities, such as phosphorus [43, 46, 
49-54], tin [55], and sulphur [47, 56-58] from 
grain boundaries and thus reduce the detrimental 
effects of these impurities. Carbon is thought to 
be effective in this way due to its unusually large 
value of - f}.gb 0, compared to other segregants, 
which favors it in site competition. The other 
effect is an inherent one in that carbon itself 
increases the grain boundary cohesion. To obtain 
reliable AES data for carbon is a very difficult 

task since the exposed surface of the specimen is 
easily contaminated by carbon even in an extra­
high-vacuum AES chamber. 

The only available value for surface segrega­
tion of carbon was measured on the ( 100) crystal­
lographic plane, and gives - f}.hs = 84 kJ mol-I. 
There are reasons to suspect that this value may 
be too high to be representative of polycrystalline 
surfaces created by intergranular fracture. First, 
since carbon can be displaced from an iron 
surface by tin [59], one expects - f}.hs

c to be less 
than - f}.hs Sn (strictly, - f}.gsoC should be less than 
- f}.gsOSn at the displacement temperature). The 
values reported in Table 1 do not support this. 
Thus we have reinterpreted the 84 kJ mol- I for 
- f}.hs

c as the upper limit of a possible range, 
74-84 kJ mol- I, with a corresponding range 
allowed later for tin. Second, since the 84 kJ 
mol- I is for a (100) crystal surface, it is well to 
observe that with phosphorus and tin, for which 
segregation energies have been estimated both 
for low-index crystal surfaces and for polycrystal 
surfaces, the low-index surface values are consid­
erably higher than those for polycrystal surfaces 



(Table 1). A low energy electron diffraction study 
[60] showed that the segregated carbon atoms sit 
in octahedral sites on the (100) plane as inter­
stitials. For an average poly crystal surface the 
number of this type of interstitial site is less than 
on a {1 OO} plane, and it is expected that the 
surface segregation enthalpy for non-( 1 00) planes 
might be lower than the range of - !:l.hs = 74-84 
kJ mol- I. However, based on that range and 
other data listed in Table 1, e.g. for grain bound­
aries, a range of !:l.gb ° - !:l.gs ° for carbon at 300 K 
is estimated to be - 2 to 35 kJ mol-I. The lower 
end of this range is based on the !:l.hh C from auto­
radiography measurements; AES results support 
the upper end. If - !:l.hs

c has been overestimated 
as discussed above, then the difference 
!:l.gb ° - !:l.gs ° could take more strongly negative 
values, consistent with carbon acting to increase 
2Yint· 

The segregation of tin on iron surfaces was 
studied by Riisenberg and Viefhaus [59] on ( 100), 
(110) and ( 111 ) crystallographic planes of 
Fe-4wt.%Sn alloy single crystals and by Seah and 
Lea [61] on polycrystal surfaces of Fe-Sn alloys 
with much lower tin concentrations (0.001-1.0 
wt.% Sn). It was found that an order-disorder 
transition occurred at high coverage lead­
ing to a multilayer segregation, and the 
Langmuir-McLean type segregation law is then 
invalid. No unique segregation enthalpy and 
entropy could be derived. Based on the fact that 
even at low bulk concentration saturated struc­
tures were always observed, Grabke [55] esti­
mated that the enthalpy for surface segregation of 
tin on the low-index crystal surfaces mentioned 
must be relatively high, - !:l.hs ~ 200 kJ mol- I. 
Considering that tin can be displaced by sulphur 
from the iron surface when the bulk concentra­
tion of sulphur is much lower than that of tin [61, 
62], this value of - !:l.hs is far too high to be repre­
sentative of poly crystalline surfaces. Seah and 
Lea [61] obtained a much lower polycrystal value 
of - !:l.hs = 46 kJ mol- I (based on a polycrystal­
line value of - !:l.gs ° = 77 kJ mol- I at 823 K; from 
this they inferred, based on an assumed form for 
!:l.so (giving 0.045 kJ mol- I K - I at 823 K), that 
-!:l.hs=46 kJ mol-I). Lea and Seah [62] found 
that multilayer segregation would not occur if the 
bulk concentration is lower than 0.005 wt.%. As 
an impurity in steels this condition is usually satis­
fied and Seah and Lea's value for !:l.gsO might be 
appropriate. Considering that tin can displace 
carbon from iron surfaces, this value is taken as 
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the lower limit and a range - !:l.gs ° = 77 -8 7 kJ 
mol- I at 823 K is assumed. Also, assuming what 
seems to be a more ... typical !:l.sso = 0-0.03 kJ 
mol- I K-I and !:l.sbo=0.02-0.03 kJ mol- I K-I, 
to extrapolate in T, rather than the larger values 
of Seah and Lea, a range of !:l.gb ° - !:l.gs ° at 300 K 
for tin of 26-57 kJ mol- I is estimated. 

Grabke [55, 56] reported two contrasting 
values of segregation enthalpy of phosphorus on 
iron surfaces, - !:l.hs = 75 kJ mol- I as a poly­
crystal value and what, from context, appears to 
be a low-index crystal surface value of 180 kJ 
mol- I. Details and supporting data for the latter 
are unpublished. Guttmann [63] gave - !:l.gsO > 80 
kJ mol- I at 973 K. We interpret this as 80-90 kJ 
mol- I and selecting !:l.sso as 0.01-0.03 kJ mol- I 

K -I gives a - !:l.hs approximately consistent with 
the 75 kJ mol- I noted above. Thus we estimate a 
range of !:l.gb ° - !:l.gs ° at 300 K for phosphorus of 
35-48 kJ mol-I. 

Segregation of antimony has been less investi­
gated. Dumoulin and Guttmann [64] showed that 
in Fe-Sb alloys with 0.06 at.% Sb an equilibrium 
surface segregation could be reached with the 
saturation level less than 1 monolayer and the 
segregation process could be described in the 
framework of the Langmuir-McLean theory 
below 973 K when the evaporation rate is very 
low. The surface segregation energy was esti­
mated only as -!:l.gsO> 105 kJ mol- I at 1023 K. 
We interpretthis as 105-130 kJ mol-I. Using the 
estimated values of !:l.ss ° = 0-0.03 and 
!:l.sbo=0.02-0.03 kJ mol- I K-I, we estimate 
!:l.gbO - !:l.gsO = 58-122 kJ mol- I at 300 K for anti­
mony. 

It has been known that sulphur is of strong, 
embrittlement potential if manganese does not 
exist [56]. Sulphur is most susceptible to surface 
segregation. The polycrystalline surface segrega­
tion enthalpy, - !:l.hso, was reported to be 165 kJ 
mol- I [57] and 190 kJ mol- I [55]. Ignoring the 
modest entropy corrections for the surface segre­
gation, in view of this range, and assuming 
!:l.Sb ° = 0.02 kJ mol- I K - 1, we estimate 
!:l.gbO-!:l.gsO= 107-140 kJ mol- I at 300 K for 
sulphur. 

The estimated data for the !:l.gO quantities at 
300 K for carbon, tin, phosphorus, antimony and 
sulphur are summarized in Table 2. Also shown is 
a measured of embrittlement sensitivity, to be 
discussed in the next section. 

To understand the order of the reduction of 
2 Yint that is implied by the results just summar-
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TABLE 2 Summary of ranges of AgO at 300 K (in kJ 
mol-I) and embrittlement sensitivities, ~ (in K/at.% in g.b.) 

Impurity -!'..gsO -!'..gbO !'..gbO - !'..gsO ~ 

C 73-85 50-75 -2-35 -20- -10 
Sn 61-87 30-35 26-57 15-38 
P 76-80 32-41 35-48 5-20 
Sb 83-130 8-25 58-122 28-67 
S 165-190 50-58 107-140 35-45 

To get - !'..hs' decrease - !'..gs ° by approximately 0 to 9; to get 
- !'..hb , decrease - !'..gb 0 by approximately 6 to 9. 

ized, we may note that ~gb 0 - ~gs 0 = 50 to 100 kJ 
mol- 1 is representative for deleterious segregants 
in Table 2. If we consider a grain boundary with a 
square network of possible adsorption sites, 
spaced 0.25 nm from one another, and suppose 
that only one quarter of these are taken by the 
segregant, then r=4x1018 m- 2 =7X10- 6 mol 
m - 2. Thus for separation at this composition 

2Yint "" (2Yint)O - (0.35 to 0.70) J m -2 (30) 

Since (2Yint)O "" 3.1 J m -2 for a typical boundary in 
pure iron [29], this is a significant alteration. 

The reductions from (2Yint)O will be yet greater 
when conditions of mobility allow separation at 
constant /-l. Typically, in that case the surface ends 
up fully covered (Fig. 7) according to the Lang­
muir-McLean model for surface segregation, 
which means that the Langmuir-McLean model 
will not necessarily apply and, instead, multilayer 
coverage may occur. However, from the geometry 
of Fig. 7, we may expect that a calculation based 
on (20) with Langmuir-McLean for the surface 
could only underestimate the reductions of 2 Yint 
that would be calculated from the actual surface 
adsorption isotherm, since /-l-> <Xl as r -> 2r s max in 
the Langmuir-McLean model, so we proceed on 
that basis. Assume then, that r s max = r b max both 
correspond to coverage of half the network of 
adsorption sites mentioned above, and that the 
segregation energy difference is large compared 
with RT. As a specific illustration, assume that the 
fixed /-l at which the separation is imagined to 
occur is such as to equilibrate r = 0.5 r b max (i. e. a 
quarter of the network of sites covered) on the 
unstressed boundary. This is the case illustrated 
in Fig. 7. Then the reduction from (2Yint)O is 
approximately four times thai in the previous 
example for separation at constant r. That is the 
reduction would range from 1.4 to 2.8 J M- 2 in 
the imagined separation at constant /-l, which is 

substantial but possibly underestimates the actual 
effect. 

5. Fracture tests and embrittlement sensitivities 

There do not seem to exist results of fracture 
experiments which would enable a careful test of 
the degree to which alterations of 2 Yint control 
solute embrittlement. What is widely available is 
the characterization of segregant effects on the 
ductile-brittle transition temperature (DBTT) in 
the Charpy impact test of iron and steels. Here 
the concern is with a low temperature brittle 
mode that involves intergranular fracture, or 
some mixture of it with trans granular cleavage, 
that transitions into a ductile tearing mode of 
rupture with increase of temperature. Most com­
monly, these effects have been reported as a var­
iation o(DBTT) in DBTT associated with 
variations or i in solute coverages, under condi­
tions for which microstructural dimensions and 
plastic flow resistance (in practical terms, as 
measured by hardness at a given temperature) are 
held constant. This correlation has been reported 
extensively as the linear form 

(31) 

where the constants ~i are called embrittlement 
sensitivities. 

We give values, or approximate ranges, of the 
~i later. The most reliable values of the r i are 
determined by AES measurements on the inter­
granular fracture surface, as discussed earlier. 
Unfortunately, there are several possible defini­
tions of the DBTT, e.g. as the temperature at 
which (a) the Charpy energy exceeds some fixed 
value (say; 2.7 J), or (b) the energy is half way 
between its upper and lower shelf values, or (c) 
the fracture surface area is of half intergranular 
. (possibly with trans granular ) cleavage and half 
ductile rupture appearance. 

In principle, if the uncertainties in all quantities 
concerned were not so large, the values of the ~i 
could be used to test the hypothesis that 2 Yint 
controls interfacial embrittlement. We recognize 
that if the hypothesis is correct, then 

DBTT= F(2Yint' microstructure) (32) 

That is, solute segregation influences DBTT only 
through its effect on 2Yint' under conditions as 
assumed above for which "microstructure" (i.e. 



microstructural dimensions and parameters like 
dislocation density and entanglements determin­
ing plastic flow resistance) are unaffected by the 
segregation treatment. 

Current theory is, of course, unable to predict 
the above function F but, if it exists, then 

aF 
o(DBTT) a( .) O(2Yint) 

2Ymt 
(33) 

in alterations of the material which leave micro­
structural dimensions and plastic flow resistance 
unchanged. In the sub-monolayer coverage range 
for which the linear form of (31) is contem­
plated, one can use (28) and thus write 

(34) 

where 2sint = - a(2Yint)/a T at fixed composition. 
The second term on the right above arises 
because of the temperature dependence of 2Yint; 
eqn. (32) is actually an implicit equation for 
DBTT since 2Yint depends not only on the r i but 
also on T( = DBTT, for the purposes of that 
equation). 

Thus, if the hypothesis is correct that solute 
effects are to be understood solely through effects 
of segregation on 2 Yint> then from the last two 
equations 

(35) 

where the interpretation of A is 

A 
- aF/a(2Yint) 

(36) 

Comparison with (31) then shows that the hypo­
thesis is supported if the embrittlement sensi­
tivities from fracture tests and the segregation 
energies from adsorption studies satisfy 

(37) 

with the sanie coefficient A for every segregating 
chemical species i. 

Since temper embrittlement of alloy steels by 
impurity segregation is an important, widely 
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studied, embrittlement phenomena, data for 
embrittlement sensitivities for steels (and other­
wise "pure" iron) arlJ available in the literature. 
Early data on embrittlement sensitivities of im­
purities in steels were summarized by Seah [68, 
69] in terms of Kelvins per ppm by mass of the 
solute concentration in the bulle These data are 
irrelevant to our comparison since they are not 
based on grain boundary coverage. As quantita­
tive AES advanced in recent years measurements 
of the interfacial concentration of impurities 
became possible. Embrittlement sensitivities are 
typically reported in units of Kelvins per atomic 
% of solute coverage on grain boundaries. They 
are available for several detrimental impurities in 
steels, including phosphorus, tin, antimony and 
sulphur for which there are segregation energy 
data (Tables 1 and 2) and also for the important 
element carbon. Published values are listed in 
Table 3. The available data spread widely. As we 
pointed out previously, the shift of the 
ductile-brittle transition temperature, measured 
by standard Charpy impact tests, is not only 
dependent on the grain boundary segregation, but 
also a function of the resistance of the steel to 
plastic flow, which is determined by microstruc­
ture. Comparisons between different steels or for 
the same steel under different conditions are 
inappropriate. The most strictly comparable data 
are those for 3.5Ni-1.7Cr steels after heat treat­
ments to obtain the same grain size and hardness. 
However, as we see from the table, data for this 
steel obtained by different research groups are 

TABLE 3 Embrittlement sensitivities for steels (in Kfat.% 
in g.b.) . 

Impurity System 

P 

Sn 

Sb 

S 

C 

low-alloy steel 
12%Cr-Ni-Mo 
34CrMo4 
16MCND6 
16NC6 
Z12CND12 

3.5Ni-l.7Cr steel 

Fe-P-C 

3.5Ni-1.7Cr steel 

3.5Ni-l.7Cr steel 

Fe-S-C 

Fe-S-C 
Fe-P-C 

Reference 

5.4 Guttmann [63] 
6.0 Guillou et al. [70] 
6.7 Erhart et al. [51] 
5.9 Guttmann [71] 
7.3 Guttmann [71] 
7.6 Guttmann [71] 

16 McMahon et al. [72] 
10 Guttmann [66] 
20 Suzuki et al. [46,54] 

38 McMahon etal. [72] 
15 Guttmann [66] 

67 McMahon et al. [72] 
28 Guttmann [66] 

40 Suzuki et al. [47] 

-10 Suzuki et al. [47] 
-20 Suzuki et al. [46, 54] 
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still scattered widely, probably owing to the 
difference in experimental conditions and cali­
bration procedures for converting the Auger 
peak height ratio to the fracture surface coverage. 

Ranges for the embrittlement sensitivities !;i' 

based on Table 3, have been summarized in the 
last column of Table 2. The plot of the ranges for 
the !;i against those for (dgb Oi - dgs

Oi ) at 300 K, 
also from Table 2, are shown in Fig. 8. These 
ranges are based on the values reported in dif­
ferent studies (often as few as two, defining the 
upper and lower limit to a range), and on other 
consideration as we have discussed, but include 
no account of uncertainties, or error bars, in any 
individual study. Thus, for eXample, we cannot at 
this point be certain that correct values for the !; 

and dgb 
0 - dgs 

0 actually fall within the box shown 
for each segregant. 

If there were none of the uncertainties or ambi­
guities mentioned in the values for the !;i and 
dgb Oi - dgs Oi, then the hypothesis could be judged 
as being supported if the data points fell approxi­
mately on a straight line, and not supported if 
otherwise. In the present situation there is little to 
conclude from Fig. 8. The trend for the detri­
mental segregants phosphorus, tin, antimony and 
sulphur cannot be judged as contradicting the 
hypothesis, given present uncertainties. 

The straight line in Fig. 8 corresponds to 
A =0.37 (K/at.% on g.b.)/(kJ mol- 1)= 1400 K/ 
(J m- 2) in (37). Thus, from (36) if we assume 
2sint =(0.5 to 1.0) x 10- 3 J m- 2 K-l [74, 75J, that 
straight line implies 

aF/a(2Yint)= - (580 to 820) K/(J m- 2 ) (38) 
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Fig. 8. Plot of approximate ranges for embrittiement sensi­
tivities, ;, against approximate ranges for difference in free 
energy of segregation, /',.gb 0 - /',.gs 0. See Tables 1-3 and text 
for discussion of data. 

That is, each 0.1 J m- 2 reduction in 2Yint due to 
segregation of solutes such as phosphorus, tin, 
antimony or sulphq.r increases the DBTT by the 
order of 60 to 80 K. 

Results for carbon in Fig. 8 are inconsistent 
with the trend of the other segregants. The 
dgb 

0 - dgs 
0 range that we give for carbon suggests 

that it is a mildly embrittling element. Such is not 
inconsistent with the net effect of carbon being 
beneficial, because it also displaces worse 
embrittlers from grain boundaries by site com­
petition. However, there is evidence that after 
accounting for displacement effects, there is an 
additional effect of carbon as a cohesion en­
hancer (see for example refs. 46 and 54), signified 
by the negative !; in Tables 2 and 3. This may 
mean that effects of carbon segregation on 
embrittlement cannot be understood in terms of 
an alteration of 2Yint. It is, nevertheless, well to 
remember that we have had to use the (100) crys­
tal surface segregation energy for carbon, in 
absence of results for carbon adsorption on poly­
crystal surfaces created by intergranular fracture. 
As remarked, this may result in our reported 
range for dgb 

0 - dgs 
0 being a significant overes­

timate. The possibility cannot presently be ruled 
out that a more appropriate, poly crystalline range 
of dgb 

0 - dgs 
0 for carbon would be negative, in 

better agreement with the trend of proportional­
ity of the !; to the dgb 

0 - dgs 
0 that is required 

when 2 Yint controls embrittlement. 

6. Summarizing remarks 

We have reviewed theoretical models of inter­
granular fracture with an emphasis on under­
standing effects of solute segregation on the 
process. Of parameters susceptible to alteration 
by solute segregation, the models point to an 
important role for alterations of 2 Yin!> the ideal 
work of separation of an interface, in governing 
embrittlement. Nevertheless, alterations of the 
peak strength 0max, the shape of the ° VS. 0 rela­
tion and of other potentials for the interfacial 
region, and of poorly understood parameters 
characterizing dislocation generation at, and 
mobility through, the interface may also be 
important for embrittlement. 

A thermodynamic framework is outlined 
which allows results of solute adsorption studies 
for grain boundaries and free surfaces to be used 
to estimate alterations in 2 Yint due to solute segre­
gation. For light, sub-monolayer coverage; the 



critical parameter giving the decrease of 2 Yin! per 
unit increase of solute coverage is L!J.gb ° - L!J.gso. 
This is the difference in the (inherently negative) 
free energies of segregation from the bulk to a 
grain boundary and from the bulk to a free 
surface. That is, it is the reversible work of 
moving a solute atom from a specific adsorption 
site along a free surface.to a specific site along a 
grain boundary. 

For the special case of dilute temper embrit­
tling solutes in steels, or iron, we summarize data 
giving approximate ranges of the free energy 
difference. This can be done, with various uncer­
tainties, for carbon, phosphorus, tin, antimony 
and sulphur. 

The effects of such solute segregation on shift­
ing the DBTT in the Charpy impact test has been 
summarized in terms of embrittlement sensi­
tivities s. Values have been summarized here 
from the literature. We show that the hypothesis 
that embrittlement can be understood solely in 
terms of the effects of solute segregation on 2 Yin! 

requires that the ratio of S to L!J.gb ° - L!J.gs ° be the 
same for every segregant. We attempt to use the 
available data to test the hypothesis, but the 
uncertainties in the data are too great to allow any 
sharp conclusions. Results for the detrimental 
segregants, phosphorus, tin, antimony and sul­
phur may plausibly support the hypothesis, but 
not those that we show for carbon. This may be 
either because carbon's effects (beyond those due 
to its displacement of deleterious segregants 
through site competition) are not explicable in 
terms of the effect of carbon segregation on 2 YinI' 

or because the surface segregation energy that we 
have used in the correlation, available only for 
carbon on ( 100) surfaces, overestimates the 
magnitude of segregation energy for a polycrystal 
surface formed by intergranular fracture. If the 
latter is true, the hypothesis regarding 2 Yin! may 
hold for carbon also. 

It is unlikely that experimental techniques for 
study of surface and grain boundary adsorption 
will improve enough in the near future to signifi­
cantly reduce the uncertainties that we have 
encountered. Possibly, first-principles quantum 
electronic calculations of the riifference in bond­
ing energies for a solute in a grain boundary and 
in a free surface environment will provide a 
quicker and more accurate route to understand­
ing alterations of 2 Yin! by solute segregation. Such 
calculations are encouraged and should also 
provide useful guidelines on what factors make 
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for large or small, posItIve or negative (i.e. 
cohesion enhancing), values of L!J.gb ° - L!J.gs 

0• 

More definitive fracture experiments than 
those provided by the Charpy test would also be 
of great help in testing theoretical concepts. 
Ideally, one might measure the macroscopic frac­
ture energy G for bicrystal specimens, for a fixed 
set of adjoining crystal orientations and with 
variable amounts and types of segregated solutes 
for each such orientation, and characterize the 
extent to which G correlates with 2 Yin! or with 
other quantities susceptible to alteration by solute 
segregation. 
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